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TASK 4: STUDIES OF HUMAN MEMORY AND LANGUAGE PROCESSING

1. Technical Problem
The aim of this project was to determine how neople store
and retrieve factual (non-numerical) information and how thev
utilize this stored information in comnrehending LCnalish text.
Three of the studies investigated how peonle retrieve factual
information, one evaluated nossible strateqies for interpreting
text, and a final paper summarized our conclusions about the
requirements for building a computer-based, natural-lanquaqge-

processina system,
2. General Methodology
Laboratory exveriments,

3. Technical Results

The results have indicated that meonle use hoth deductive
inference and inference by analogv in answering questions. The
initial search for relevant facts is apnnarentlv a pmarallel nro-
cess, while the checking of nossible answers is a serial process.

Denending on the information turned up by the parallel! search and

the constraints of syntax and context, pcople applv a varietv of
different smecific decision rules in order to decide how to

answer a question or how to interr~et a sentence.

4. Department of Defense Implications

Military opcrations in the future will utilize comnuter-based,

question-answering svstems that can store and retrieve factual

iv
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information and that can interact with users in English. Knowl-
edge gained from these experiments is being used in a computer

project aimed toward developing such systems.

5. Reports Annotated Within

Collins, A. M. and Quillian, M. R. Facilitating retrieval
from semantic memorv: The effect of repeating nart of an infer-
ence. Attention and Performance III (ed. bv A. F. Sanders),
Acta Psychologica, 1970, 33, 304-314.

Collins, A. M. and Quillian, M. R. Does cateqorv size
affect categorization time? Journal of Verbal Learning and
Verbal Behavior, 1970, 9, 432-438.

Collins, A. M. and Quillian, M. R. Trinping down the
Garden Path.

Collins, A. M. and Quillian, M. R. Categories and Sub-

categories in Semantic Memory.

Collins, A. M. and Quillian, M. R. How to make a language
user. To be nublished in Organization and Memory (ed. by

E. Tulving) New York: Academic Press, 1972.
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1., PREFACL

At its inception in 1966, this contract was devoted solely
to the one area of second-language learning. Later amendments
have added three more tasks: Models of Man-Computer Inter-
action; Programming Languages as a Tool for Cognitive Research;
and Studies of Human Memory and Language Processing. The present
contract was scheduled for termination on 31 December 1970, but
the final reporting date was changed to 30 June 1971, to allow
completion of data analysis in the various tasks.

Due to the amount of information to be presented in the
Final Report, we have bound it in four Sections, one for each
task. In addition to a copy of this page, each Section contains
an appropriate subset of the documentation data required for the
report: a contract-information page, a summary sheet for the
particular task at hand, and a DD form 1473 for document control.
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2. ANNOTATED RIBLIOGRAPHY OF PAPERS PRODUCED FOR THIS PROJECT

Collins, A. M. and Quillian, M. R. Pacilitating retrieval from
semantic memory: The effect of repeating nart of an
inference. Attention and Performance 111 (ed. by
A. F. Sanders), Acta Paychologica, 1970, 133, 304-

314,

This exneriment tested the hypothesis that neonle
decide whether a sentence like "A canary can fly” is
true or false by inference from the two facts that a
canary is a bird and that birds can fly. Thin hyno-
thesis has an implication for reaction time (RT) in
deciding about pairs of such sentences oresented in
succession. Prior exposure to one sentence should
reduce RT to a second sentence if the same fact is
involved in confirming both. This nrediction held
for the eight different conditions in which it was
tested.

Collins, A. M. and Quillian, M. R. Does category size affect
categorization time? Journal of Verbal Learning and
Verbal Behavior, 1970, 9, 432-438.

Two expe iments were run to determine why it takes
neople longer to cateqorize object names (e.q.,
collie or tulip) into larger cateqories (e.gq.,
animal) than into smaller categories (e.q., doq).
It was found that this difference was dve to the
nesting of the smeller categories in the larger
categories, and not to the difference in category
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sise. It was arqued that cateqorization time for
“No” responses (e.g., tulip) depends on how closely
related in terms of semantic distance the qiven
cateqory (e.q., animal)) is to the correct catcqgory
(i.e., plant).

Collins, A. M. and Quillian, M. P. Tripping Down the Garden
Path.

Two experiments were run to see hov people revise a
mistaken interpretation in part of a sentence. A
reaction-time task was used where Ss decided whether

a string of words was a sentence or not. Amona the
sentences weore some that were likely to be nisinter-
nreted at first (i.e., garden-math sentences). The
results showed that garden-path seatences take lonaer
to internret than normal senteces but that this effect
is independent of the number of wordes in the sentences.
Apnarently, reprocessing in the aarden-nath sentencns
only involved those words that were misinternreted
initially.

Collins, A. M. and Ouillian, M. R. Categorics and Subcategorirs
in Semantic Memory.

Subjocts cateqorized names of animals and olants with
respect to three different cateqories: “animal,”
"bird,” and "mammal.” There were four kinds of lists:
one kind contained onlv animals that were mammals, a
second kind hoth marmals and non-marmmals, a third

kind only birds, and a fourth kind both hirds and
non-birds. The results indicated that the category
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mammal is not intermediate between elephant and animal,
in the way—:;at bird is intermediate hetween robin and
animal, since it takes longer to decide that an elephant
is a mammal than an animal, but less time to decide that
a robin is a bird than an animal. The results also
showed it takes longer to decide about a robin or an
elephant when there are non-birds or non-mammals in-
cluded in the list.

Collins A. M. and Quillian, M. R. How to make a language user.
To be published in Organization and Memory (ed. by

E. Tulving) New York: Academic Press, 1972.

This paper provides a top-level description of what
we think is required to build a computer-based,
natural-language-processing system that can compre-
hend text, stcre information, and retrieve answers
to questions in the same way that people perform
these operations. This paper summarizes in an
integrated manner most of the knowledge we have
accumulated during this project.
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3. OVERVIEW

Computerized question-answering systems that converse in
English will probahly be used for storing and retrieving military
information in the not-too-distant future. In this project, we
have conducted experiments on how humans nerform aspects of these
tasks in order to aid the development of such computer systems.
These findings are being utilized in a computer nroject that is
developing a network for storage of factual information and
routines for conversing with this network in Inglish.

There are three general advantages for the develonment of
computerized question-answering systems that derive from these
psychological experiments: (a) knowing how peonle nrocess
natural-language information provides strategies for computer
programs to do the same processina (nrogrammers now try to
analyze their own proressirg introspectively, which is auite
unreliable); (b) accessing information by its "associative"
semantic structure, as humans do, ‘will make it unnecessarv to
aniticipate with an indexing scheme how the information will he
requested in the future; and (c) knowledge of human information
processing will guide develomment toward systems that interact
with man in the most efficient wav.

We will briefly summarize here the imnortant conclusions
we have reached about human semantic memorv that have imnlica-
tions for bhuilding a computer-hased, natural-lanquage-nrocessing
system. These points are discussed at lenath in the naner
"How to make a language user." The first set will concern what
is stored in human memory and the second set how that information

is processed.
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What is stored:

(1) Much of what people know (e.g., that Aristotle could
talk) is never learned or stored per se. Instead it is in-
ferred from what is stored; in the example, the inference
follows from the fact that Aristotle was a man and men talk.
If one considers all the properties known about people, and
all the people one knows, then it becomes evident how size-
able is the economy of storage gained bv not storing each
property with each person directly. This kind of economy
applies everywhere in human memory.

(2) Most information is not stored in quantified form.
Thus, a person usually does not store whether all birds
or most birds can fly or have wings. If such informa-
tion is needed, neovple search memory for examnles of
birds that do not fly or do not have wings. All esti-
mates of what proportion of things have a given nro-
perty (what proportion of birds can sing) are based on
a search for positive and negative examples, and an
evaluation is based on the numbers of each tyne

found.

(3) People store negative facts (e.g., "A vpenquin
can't fly") only when the information contradicts

something that might be inferred by mistake or some-
thing that is true for similar concepts. People do

not store information like "Ships don't have wings"
but must infer such contradictions when needed by
methods described bhelow in the set of memory proces-~

sing.

- O S
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(4) New concepts are set up in memory in cases such as
"young dog" or "South American countries" whenever in-
formation is learned that cannot be derived from the
descriptive label itself (e.g., young dogs are called
puppies and are frisky; South American countries are
Spanish speaking, except for Brazil). The phrases
"brown dog" or "coastal city" are examples of phrases
that are not concepts.

(5) Concepts often have more than one superordinate

directly stored. Hence Bolivia is both a country
and a South American country; an eagle is a bhird and
a bird-of-prey. Even though some superordinates are
stored directly, others are only reached by going up
the chain of superordinates. Hence, an eagle is also
an animal, a living thing, and an object, but these
must be inferred from the knowledge that birds are
animals, animals are living things, and livina
things are objects. As suggested in (1), all the
properties that hold for any superordinate of a
concept also hold for the concept itself, unless

the negation is stored directly with the concept

as in (3).

(6) There are other special relations which, like
superordinate, permit whole classes of inferences to

be made. The major examples of these are: similarity,
part, proximity, consequence, precedence, parent of.

For example, to know that Katmandu is part of Nepal
permits one to infer information about its location, its
climate, its topography, and its maximum size in area and
population; that is, assuming one knows such informa-

tion about Nemal.

Inc.
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(7) These special relations form the bases for grouping
or organizing concepts in memory. Often several of these
relations apply to the same subject matter so that there
are overlaying organizations. For example, in anatomy
hands and feet are grouped on the bases of similarity

and neck and shoulders on the bases of proximity. The
reason why organization occurs in memory is so that
inferences can be made; i.e., so that neople can use

their memories in a generative manner.

How information is processed:

(8) Both comprehension and retrieval involve a seman-
tic search in memory for paths or connections bhetween
concepts. This search goes out in parallel from all
the words in the sentence or question spreading out
from each concept to all directly related concepts.
When the search originating from one word encounters
the search from another, a connection or path between
the two concepts has been found through other concepnts.
When a connection is found, an interrupt occurs, and
the connection is checked to see if it meets the con-

straints of syntax and context.

(9) In language processing, much information is pro-
cessed tacitlv in parallel as described above, but
never explicitly unless there is something that causes
an interrupt. For example, the sentence "The police-
man held up his hands to stop the cars" does not pro-
duce explicit processing of the fact that people are
pushing the brakes in the cars referred to. But, if

told previously that an earthquake had started the
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cars rolling down the hill, readers of the above sentence
would wonder how the policeman could stop the cars. In
other words, what is tacitly processed in one context is
explicitly processed when there is some anomaly that

causes an interrupt.

(10) Many aspects of language processing involve making
decisions as to whether two concepts are equivalent
within the constraints of syntax and context. The ques-
tion of equivalence arises in dealing with nouns and
pronouns that refer to earlier words in text, in dealing
with metaphor, and in dealing with simple questions such
as "Does a canary quack"? or "Is a stagecoach a vehicle?

Inc.

In short, it arises in every aspect of language processing.

(11) There are a number of different decision strategies

or decision rules that people use to decide whether two

concepts are equivalent. The decision rules depend both
on the connections found and the constraints of syntax
and context. These rules are cited in the paper "How

to make a language user." The decision strategies for

rejecting equivalence of two concepts depend on finding
a connection that leads to contradiction of some kind.

(12) In storing information, the use of language causes
properties that are common to different examples to be
stored with higher-level concepts and the distinquishing
properties of each example to be stored with lower-level
concepts. For instance, if a vulture, cardinal, and
canary are all referred as birds, then the kind of
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semantic search described will find connections through
properties they have in common, and these will be stored
with the concept bird. If instead they are referred to
as vultures, cardinals, and canaries, then the semantic
search will find the distinquishing pnroperties and these
will be stored with concepts like vulture, canary, or
cardinal.

While these twelve points only briefly touch on much of
what we have learned that is relevant to building natural-
language-processing systems, they do summarize the kinds of

ideas we plan to implement in computer svstems in the near
future.

10
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The last two papers annotated above are included in this

report immediately after this page.
included in earlier reports.

11

The first three papers were
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CATEGORIES AND SUBCATEGORIES
IN SEMANTIC MEMORY*

Allan M. Collins
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*This research was supported by the Advanced Research Projocts
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ABSTRACT

Subjects categorized names of animals and plants with re-
spect to three different categories: "animal," "bird," and
"mammal." There were four kinds of lists: one kind contained
only animals that were mammals, a second kind both.mammals and
non-mammals, a third kind only birds, and a fourth kind both
birds and non-birds. In each list there was an animal name that
was semantically similar to the first animal name in the list and
one that was unrelated to the first animal name.

The results indicated that the category mammal is not in-
termediate between elephant and animal in the way that hird is
intermediate between robin and animal, since it takes longer to
decide that an elephant is a mammal than an animal, but less
time to decide that a robin is a bird than an animal. The re-
sults also showed that it takes longer to decicde ahout a robin
or an elephant when there are non-birds or non-mammals included
in the list. Lastly, it was found that semantic similaritv had
quite different effects on decision time depending on whether
the correct response was '"Yes" or "No."

ii



INTRODUCTION

There are categories or groupings of concents that are
learned very early in the semantic development of children, such
as dogs, birds, animals, cars, boats, and even colliers and caqles.
On the other hand, there are cateqories learned later, such as
birds-of-prey, canines, mammals, farm animals, vehicles and war-
ships, which must somehow be added to the semantic structure
already built. It is possibhle to envision at least two rather
tidy schemes for representing the inclusion relationships hetween
categories, but we have arqued (Collins and Quillian, in press)
that, because of the differences in the way cateqouries are
learned, the resulting structure is not at all tidy. Further-
more, it can be misleading not to pay attention to the irreqular-
ties of structure in designinag experiments on semantic memorv.

One scheme for structuring memory, as proposed hy Kintsch
(in press) is based on nointers betwe2n concents (in this res-
pect it is like our model). In his scheme a hiaher-order
concept such as animal can bhe nartitioned in Cifferent ways:
for example, (1) nmet V farm animal V wvild animal, (2) mamial V
bird V inset V reptile, etc., (3) human V non-human. 7hen
categories like elephant might map into each of these different
partitions; that is, an elenhant would have nointers to wild
animal, mammal, and non-human. Given such a view, thr most
likely assumption about processing imnlies the following: to
decide an clephant is an animal, it is necessary to recach
animal via the path through wild animal, mammal, or non-human.
llence, it should take longer to decide an elemhant is an animal
than a mammal, unless onec makes the rather imnlausible assumntion
that the paths to animal via wild animal or non-human arc shorter
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than the path via mammal by a factor of two. The factor of two
occurs because to reach mammal it is only necessary to travel
half way along the latter path. Though Kintsch may not hold to
it riqgidly, this kind of view assumes that cateqories learned
later are inserted into the structure in a way that nreserves a
partial ordering of concepts from lower-order to higher-order

concepts.

A comparable, but less stringent, assumption about struc-
ture is made by representinag inc‘lusion of concepts in terms of
Venn diagrams, as Meyer (1970) does. As illustrated in Fiqure 1,
even a simnle twn-dimensional Venn diagram provides a fairlv
flexible way to represent inclusion relationships between con-
cepts. As in Fiqure 1, the diagram can be drawn so that sponge
is closer to plant than elephant is, and man can he shown as
partly animal and partlv not. Venn diagrams, which can be ex-
tended to n-dimensions, also corresnond roughlv to nhysiologi-
cal theories of memorvy which make reference to fields (Lashley,
1949), cell assemblies (Hebhb, 1949), or foci (John, 1966). But
even though Venn diagrams can sometimes be helpful in thinkino

about similarity and superordinate relations hetween concepts,
[Insert Figure 1 about here]

they can also be very misleading if we are correct. This is
beca..se the nature of Venn diagrams forces a concept like mam-
mal to be intermediate bhetween elephant and animal in the same
way that bird is intermediate between robin and animal. The
assumptions involved in using Venn diagrams are not as stringent
as in the pointer model, because there is no immlication that

deciding an elevhant is a mammal will take less time than
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FIG.1

A VENN DIAGRAM REPRESENTATION OF INCLUSION
AND DISTANCE RELATIONS BETWEEN CONCEPTS
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deciding it is an animal. 1In fact, one plausible processing
hypothesis, that "yes" reaction time (RT) is inversely related

to the distance of the concept from the edge of the category
would predict the opposite result. That is to say, it might take
longer to decide an elephant is a mammal than an animal because
elephant is closer to the edge of the mammal concept than the animal
concept. Even though use of Venn diagrams is non-committal about
such processing considerations, still if processing leads to dif-
ferent time order relations as between elephant, mammal, and
animal on the one hand and robin, bird, and animal on the other,
then Venn diagrams are seriously misreprcsenting the underlving
structure.

In contrast to these two views, we (Collins and Quillian,
in press) have argued that children first learn that a concept
like elephant is a kind of animal, that a rchin is a kind of
bird, and that a bird is a kind of animal. When the concept
mammal is learned later, there is no change made in the earlier
structure. Instead, any facts about mammals, such as the fact

that a dog is a mammal, are stored in addition. Hence, there
will be pointers from only a few animals (e.g., whale, bat,
kangaroo, dog, maybe elephant) to the concept mammal, and even
for these cases, the concept mammal is likelv to be a less ac-
cessible category than the concept animal. The imnlication of
our view for this discussion is that it should take longer to
decide a robin is an animal than a bhird, because it is necessary
to go through bird to get to animal. 1In contrast, it should
take less time to decide an elephant is an animal than a mammal,
because mammal is at best a secondary sunerordinate categorv for
elephant. If this prediction is correct, then there are clear
dangers in using partial orderings or Venn diagrams to represent
inclusion relations between concepts.



To test these ideas, we used a categorization task where
reaction time (RT) was measured for Ss to decide whether an in-
stance such as elephant or robin presented on a display helonqged
to a prespecified cateqgory. The category remained constant for
a list of fourteen trials, and there were eight such lists seen
by each S, two with the category "bird," two with the cateqory
"mammal," and four with the cateqory "animal." For each instance
like elephant, one group of Ss decided whether it was a "mammal"
and another group whether it was an "animal." Similarlv, for
robin, one group decided whether it was a "bird" and another

qroup whether it was an "animal."

With this method, there were also two cuestions about nro-

cessing we wanted to investigate. The first auestion arose from
an earlier study of categorization (Collins and Quillian, 1970b)
where we found peconle categorize names of dogs (e.g., collie)
faster than names of birds (e.qg., robin) or animals (e.q.,

elephant). A clue to why dogs were cateaqorized faster was suqg-

gested by one S who indicated that she was surprised when she
encountered lizard in the "animal" list after animals like
beaver, elephant and goat. We refer to lizard as a wide instance
for the category "animal" because it is outside the range of in-
stances of animals (roughly mammals) that Ss exmect when the
category is "animal." The inclusion of wide instances in a list
probably would slow Ss down at least for the wide instances
themselves and verhaps also for narrow instances, in this

case mammals. In the earlier study, we hvnothesized that dogs
were cateqgorized faster, because of the lack of wide instances
for the cateqorv dog. 1In this study, then, we decided to con-
struct two kinds of animal lists, one kind with onlv mammals

(narrow lists) and another kind with non-mammals as well, such
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as crocodile, octopus, or frog (wide lists). T[Lquivalent narrow
and wide lists were constructed for both the "mammal" category
and the "animal" category. 1t should be noted that a wide in-
stance was a "No" response for the cateqory "mammal" and a "Yrs"
response for the category "animal." The same distinction was
carried over to the lists of birds by adding animals that were

not birds (mostly mammals) to make wide lists.

Because we wanted to see whether or not exnosure to a na:-
row list slowed down cateqorization of a wide instance, we
includad a wide instance near the end of cach narrow list for
comparison with wide instances at hoth the heginning and end
of wide lists. Such a slowdown could occur if the S5, after
seeing only mammals when the category is "animal," restricts
his effective cateqory to some self-chosen catecaory similar to
"mammal."” It would be somewhat paradoxical if such a self-chosen
category similar to "mammal" nroduced faster RTs for narrow in-
stances on a narrow "animal" list as opnosed to wide "animal"
lists, whereas the category "mammal" nroduced slowver RTs for
narrow instances on a "mammal" list as ornosed to an eauivalent

"animal" list.

The other question about processing we wanted to investigate
was whether Ss will utilize a decision made earlier during the
list in deciding about a semanticallv similar instance. For
example, suppose crocodile 1is one of the first instances in
either an "animal" or a "mammal" list. Then several trials later

alligator occurs. Our prediction was that the S should be faster
in deciding about alligator than he would he for an equivalent

unrelated instance such as octopus or froa. We exnected such a

"priming" effect would occur both for cases where the instance



(alligator) was in the category ("animal") and where it was not
("mammal"). A priming effect for alligator could occur either
because the S can follow the semantic path in memory faster the
second time (Collins and Quillian, 1970a) or because the prior
response, "Yes" or "No," would be stored directly with crocodile,
and the S would merely need to reach crocodile from alligator

to find the correct response.



oams e SO UMD G SEE e Gm BEE OEE e Y BER BN I GBS O SE e e

D

METHOD

The 16 Ss were employees of BLN. All were naive as to the
nature of the experiment. The words were displayed one at a time
on a cathode-ray tube (CRT) attached to a computer. ‘“he S sat
about 3 ft away from the screen, and the words varied from
about 4° to 8° visual angle on the screen. First, a warning
dot came on the screen for 0.5 sec, followed by the category name
in quotation marks for 2 sec. Then, there was a (.5 sec pause
followed by the warning dot for 0.5 sec and the word to be cate-
gorized for 2 sec. The word to be categorized, which we call an
instance, was not in quotation marks. The same timing cycle re-
peated through all the trials. The S$ responded v pressing the
right-hand nicroswitch if the word was in the category, and the
left-hand microswitch if it was not. The S's response was re-
corded if it occurred anytime during the two seconds the wvord was

on the screen.,

There were three categories used: "animal," "nammal" and
"bird." The cateqgory recmained the same for a list of 14 trials
in a row. Within each list, about half tle words belonged to the

category and half did not. Lach § saw eight such lists: two

(]
—

with the category "mammal," two with the category "bLird," and

four wit. the category "animal." There were two different kinds
of lists, which we call wide lists and narrow lists. %he Ss

knew nothing about this distinction. For the category "mamnmal,"
the wide list included hLoth mammals, such as beaver, camel, and
sheep (seven of these narrow instances), and animals that were not
mammals, such as spider, alligator, and lobster (threcc of these
wide instances). For the wide instances the correct response was
"no." Both kinds of instances included ohly those animals that

the Thorndike=-Barnhart bLeginning Dictionary (1Y68) defines as
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animals, and not instances such as haddock, which is defined as

a fish. The narrow list included only narrow instances (six of
these), except that one of the last two words was a wide instance,
i.e,.,, an animal that was not a mammal. This was the same word as
the first wide instance (one of the first two words) in the equiv=-
alent wide list. The "no" responses on both lists tha’ were not

wide instances were all plants and vegetables.

For both the wide and narrow "mammal" lists, there was an
equivalent "animal" list. As with "mammal" lists, the narrow
"animal" list included only animals that were mammals, except for
the wide instance near the end of the list. The wide "animal"
list included both animals that were mammals (three of these) and
animals that were not (four of these). As before, the wide instance
at the end of the narrow list was the same as the one at the begin-
ning of the wide list. When the category was "animal," the wide

instances were "ves" responses. In order to keep the number of

"ves" and "no" responses egual in bhoth wide lists, there were four
marnals in the wide "mammal" list that were not in the equivalent
wide "animal" list, and the data from these four dummv instances
were ignored. Altogether, there were three mammals (narrow in-
stances) that occurred in both wide and narrow "mammal" lists and

in the equivalent wide and narrow "animal" lists.

When the category was "bird," there was also a distinction
between wide and narrow lists. A narrow list included only ani=-
mals that were birds, except for a wide instance at the end of the
list, ~2 wide list included hoth birds and other animals, mostly
mammals that were wide instances for the "bird" lists. Just as
before, there were wide and narrow "animal" lists equivalent to
the wide and narrow "bird" lists, and there were three birds that

occurred in the four equivalent "bird" and "animal" lists. Because
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there were "animal" lists equivalent to both "marmal" and "bird"
lists, we will refer to an "animal" list as a mammal "animal"
list or a bird "animal" list when it is necessarv to distinguish
them,

In order to counterbalance words in the lists and have ecach
S contribute RTs to all eight conditions (four kinds of lists for
both birds and mammals), we divided the Ss into four different
groups which saw the eight conditions in different orders. This
involved constructing four different sets of equivalent lists
with mammals in them and four with birds. The narrow and wide
instances seen by each of the four groups, and the order in which

they appeared are shown in the Appendix. 7The plants and veqe=
! !

tables that were used for "no" instances and the dumny "ves"
instances added in the wide "marral" and "bird" lists are onmitted
in the Appendix, but were inserted pseudorandomly in the actual
lists presented. The important aspcct of t'ese different groups
is that for almost every conparison nmade with tle data, the samc
words were used, but they appeared in different conditions for

di fferent groups of Ss. For example, crocodile occurred at the
beginning of a wide "animal" list for one group, at the end of a
wide "animal" list for a second gqroup, and at the end of a narrow

"animal" list for a third group.

There was one other variable in the lists. “he word at the
beginning of each list, as shown in the Apnendiz, was scnanti=-
cally similar to one of the words in the middle of the list and
semantically unrelated to another of the words (tlic control in-
stance)., For example, if squid was the first wide instance in a
wide "marmal" or "animal" list, then a similar instancce in the
middle of the list might be octopus and the unrelated instance
might be salamander. For a narrow "marmal" list, the first

.



instance might be beaver, the similar instance raccoon, and
the unrelated instance leopard. TFor a narrow "bird" list, the
first instance might be parakeet, the similar instance canary,
and the unrelated instance goose. llere again, the words and
orders were counterbazlanced across gqroups. Thus, if octopus
was the similar instance and salamander the unrelated instance
for one group, for another group the first word was lizard

so that salamander was the similar instance and octopus was
the unrelated instance for this group.

10



RESULTS AND DISCUSSIONS

In analyzing the results, the means across Ss were comnuted
for correct responses only. We used difference t tests to
analyze the mean RTs for paired conditions averaqed across all
16 Ss. In the experiment, approximately six percent of all the
responses were errors or omissions.

The average RTs for the counterbalanced narrnow instances
are shown in Figure 2. The abscissa shows the different rela-
tive positions of the three narrow instances on the list. The
actual positions on the lists varied from 3 to 4 for lil, 5 to
10 for N2, and 9-12 for N3.

Considering only the category distinctions, "bird" vs
"animal” on the left and "mammal” vs "animal" on the right,
it is evident that a bird name can be categorized as a "bird"
faster than as an "animal,” t(5)=3.32,p<.05, whereas a mammal
name can be categorized as an "animal" faster than as a "mammal,"
t(5)=3.44,p<.05. The same pattern also holds later in Figure 4
for the data based on bird names and mammal names. Hence, the
prediction that the category "mammal"” and the category "bird"
are related to the category "animal” in different ways was
confirmed.

Insert Figure 2 about here

Considering the distinction between wide and narrow lists
in Figure 2, there is a sianificant tendency in positions N2
and N3, for RT to narrow instances to he faster in a narrow list
than in a wide 1list, t(7)=7.9,p<.01. As would he expected, the

11
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difference between wide and narrow lists does not show up in the
Nl position, because the Ss need to see several instances before
they build up an expectation of what kind of instances will ap-
pear. The difference between narrow and wide lists occurs
because Ss become faster at categorizing narrow instances as
they go through a narrow list, but do not become faster on nar-
row instances as they go through a wide list.

There is one apparent anomaly in the first position (N1)
between the wide and narrow "animal" lists on the left. This
large difference occurred because Ss had already seen a bird
name (e.g., robin) in the narrow "animal" list and had not in
the wide "animal" list; hence in the former case on our theory,
Ss had already made the inference once before that a bird is an
animal, whereas Ss had not in the latter case. Thus, the dif-
ference is due to a facilitation effect from a previous inference,
an effect we have found elsewhere, (Collins and Quillian, 1970a).
The fact that the same difference did not occur for the two
"animal" lists on the right is further evidence that there is
no similar kind of inference involved in deciding an elephant,
for example, is an animal.

The average RTs for the "No" instances that were plants
and vegetables are shown in Table 1.

Insert Table 1 about here
The differences between conditions in Figure 2 are not apparent

in these data. Hence, the "No" RTs for plants and vegetables
appear to be largely independent of any manipulations of the

kinds of animals shown in the lists.

12
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TABLE 1

Mean Reaction Times for "No" Instances (Plants and Vegetables)

In Different Conditions

Category
"Bird" "Animal" "Mammal" "Animal"
Narrow list 832 784 797 808
Wide list 851 787 845 811



In Figure 3, the average RTs for wide instances at the end
of narrow lists and at different relative positions in wide lists
are shown. The actual positions in the lists varied from 1 to 2
for W1, 5 to 8 for W2 and 7 to 10 for W3, and 13 to 14 for W4,
The correct response for a wide instance was "No" when the cate-
gory was "bird" or "mammal" and "Yes" when the category was
"animal." The pattern of results is quite different (though not
significantly different because of the paucity of data points)
in the two cases. 1In all cases Ss can categorize wide instances
faster as they go through a wide list. But RT for a wide ir-
stance at the end of a narrow list seems to depend on whether

Insert Figure 3 about here

the correct response is "Yes" or "No." For the "Yes" response,
a wide instance at the end of a narrow list is categorized about
as fast as one at the end of a wide list, and much faster than

a wide instance at the beginning of a wide list. llowever, for
the "No" responses, a wide instance at the end of a narrow list
is categorized about as fast as a wide instance at the beginning
of a wide list.

We certainly did not expect to find a difference between
"Yes" and "No" responses, and in fact, we suspected that after
seeing a whole list of narrow instances, the Ss might actually
be slower in categorizing a wide instance than they are at the
beginning of a list. Thus, at least two questions are raised
by this result: (1) Why is there a difference between "Yes"
and "No" responses and (2) For "Yes" responses, why are Ss
faster in categorizing a wide instance at the end of a list

of narrow instances than they would have been at the beginning

13
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of the list? With respect to this latter questinn, there was no
tendency to categorize narrow instances faster toward the end

of a wide list (as is evident from Figure 2), even though a wide
list contained several narrow instances. So rephrasing the
second question, why was there improvement in this condition
when Ss had no previous exposure to instances of the same type
in the list, whereas there was no improvement in a condition
where Ss did have previous exposure to instances of the same
type in the list?

To provide a plausible answer to these two questions, we
have to fall back on aspects of the task that confronted the Ss.
Thus, our explanation is ad hoe and task dependent, and we offer
it only to show that these results are not incompatible with our
general theoretical framework. We think that the difference
between the "Yes" and the "No" resvonses to wide instances at
the end of the narrow lists has to do with the Ss forming a
subjective category for the "No" responses that were plants and
vejetables. By the end of a narrow list, and probably in the
experiment as a whole, the Ss would learn to respond "No" when-
ever they see a a plant or vegetable name. In addition to a
subjective "No" category for plants and vegetables, the Ss would
also form a subjective "Yes" category in a narrow list roughly
equivalent to either mammals or birds depending on the kind of
list. Hence, in narrow lists, there would likely be two sub-
jective categories apart from the given category.

Surpose the given category is "animal" and the S has seen
a narvow list with only mammals, and plants and vegetables. When
spider appears at the end of such a list, it does not fit within
the subjective category, but a spider is an "animal" and so it
can be categorized rather quickly into the category "animal."

14
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The category "animal" will be more available at the end of a
narrow list than at the beginning of a wide list, because the

S has seen the category name 13 or 14 times in a row at the end
of the list, whereas he has seen it only once or twice at the
beginning of a list. Suppose on the other hand that the given
category is "mammal," and again the S has seen a narrow list

with only mammals, and plants and vegetables. When spider ap-
pears at the end of this list, it fits neither the two subjective
categories, nor the given category "mammal." Because the sub-
jective "No" category is the only "No" category, the S has
available, he may be slowed down in double checking any inference
with respect to the given category that leads to a "No" response.
If the S is double checking inferences in this case, then the
question again arises as to why he is not slower at the end of

a narrow list than at the beginning of a wide list? Our answer
is the same as for the "Yes" responses. At the end of a list

he has worked with the categorv name "mammal" 13 or 14 times, and
he can make any decision with respect to that cateqory name
faster at the end of a list than at the beginning, so that any
double checking is a second factor that offsets the decrease in
RT from working with the same category 13 or 14 times. The same
logic applies among the bird lists used.

The final question then is why there is no decrease in RT
for narrow instances in a wide list, if he becomes faster in
working with the same category 13 or 14 times? First, notice in
Figure 2 that Ss did become faster on bird names (narrow in-
stances) in the wide list when the category is "animal"? The
probable reason is that Ss adopted two subjective categories in
the wide list, bird and animal, rather than making the inference
each time that a bird is an animal. As a general strateay then,

15



Ss may have been adopting multiple categories to deal with wide
lists. This can account for the very sharp decreases in RT for
wide instances in a wide list. But what happens to narrow in-

stances if the S adpots multiple categories?

If other categories are added, the increased number of
categories may act to slow down RT to any one category, in
particular the given category which applies to the narrow in-
stances. In some sense, an increase in RT as the number of
categories increased might parallel the increase, Sternberg
(1966) or Nickerson (1966) find in memory search tacks with an
increase in the number of targets. Such an increase in RT has
recently been found by Juola and Atkinson (in press) who varied
the number of target categories from one to four. The point
here is that the increase in number of subjective categories
for wide lists may act to offset the practice effect that can
be seen in Figure 2 for narrow instances in a narrow list.

The other processing question we investigated in this ex-
periment was the effect of semantically similar instances on the
RT of instances seen later in the list. T™he average RTs for in-
stances unrelated to any earlier instance and for instances
similar to an earlier instance are shown in Figure 4. Our
prediction was that the similar instances would be facilitated
by the earlier instance. This appears to be true for the "No"

Insert Figure 4 about here
responses, though the difference is not significant because of

the poverty of data points. But for the "Yes" responses, the
difference is in the opposite direction, not significantly by a

16
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t test, t(5)=2.76, but significantly by a sign test since all
six signs are in the same direction, p<.05. Hence, priming does
affect RT, but not simply as facilitation which we had exnected.

The explanation for the difference hetween "Yes" and "No" re-
sponses, we think, lies in the amount of semantic ,rocessing nreces-
sary to make a "Yes" response as opposed to a "No" response. Con-
sider the example of a list with crocodile at the beginning where
the similar instance is alligator and the unrelated instance is
spider. If the category is "animal," it would only bhe necessary to
find the superordinate or superset connection stored with alligator
or spider to decide that either is an animal. This is why the RTs
for unrelated "Yes" instances are rclatively short. If the S has
seen crocodile previously, however, he is likely to find the connec-
tion to crocodile which he has seen earlier before he finds the con-
nection to animal. If e dnes o, he then must spend time recalling
vhether he responded "Yes" or "ilo" to crocodile. Alternatively,
he may retravel the path which allowed him to respond "Yes" to
crocodile, only this time more quickly. 1In either case, he will
spend more time getting to crocodile and from there to a "Yes"
response then he would have spent retrieving the fact that an
alligator is an animal directly, and deciding "Yes" on that
basis. If crocodile had heen the previous instance in the list,

it might have been faster to go through crocodile, but there
were six to eight intervening instances in this task.

On the other hand, when the category was "mammal" it took a
long time on the average to decide an alligator or a spider was
not a mammal. This is because such "No" decisions involve a
chain of inference, which we have discussed elsewhere (Collins
and Quillian, in press). In this case, if alligator gets the

17



S back to crocodile, there is much more time to he saved either
by retrieving the earlier response to crocodile directly or by
retravelling the inferential chain faster a second time. This
is why Ss were faster for the "No" responses when the instance
was similar to an earlier instance.

18
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CONCLUSTIONS

The experiment investigated three questions abouvt categories
and subcategories in semantic memory. One was a question about
structure, and two were about processing. With regard to the
question about structure, the experiment rather clearly showed
that mammal is not intermediate between elephant and animal in
the way that bird is intermediate between robin and animal. We
think there are many other categories like mammal, such as
vehicle, bird-of-prey, canine, warship and farm animal that are
learned after the structure between categories such as dogs,
birds, elephants, animals, cars and hoats is already formed. In

our view these categories are not integrated into the existing

structure in a way that preserves a partial ordering amona con-
cepts or in a way that can he represented in terms of Venn

diagrams. Hence, discussion of inclusion relationshins hetween

concepts in either of these ways can he quite misleadinc.

The second question we investigated was the effect on cate-
gorization time of including different types of instances in a
list of instances which were all to be categorized with respect
to the same prespecified category. 1t was found that RT for the
most common kinds of instances in the categorv was affected bv
whether or not there werc instances of other tvpes in the list.
We interpreted this to mean that the Ss adonted multiple sub-
jective cateqories for the different types of instances in the
lists. We assumed that this slowed Ss down hecause it takes
longer to decide about any marticular instance when there are
more categories to consider. As evidence of this fact, Juola
and Atkinson (1971) have recently shown that there is a rnonotonic
increase in RT as the number of categories is increased.

19



This then is why we think Ss have faster categorization times in

semantically homogeneous lists.

The other processing question was: What is the effect of
semantic similarity between different instances in the list?
Here we found a facilitating effect on RT for similar instances
that were "No" responses, and a slight negative effect for
similar instances that were "Yes" responses. We interpreted
this result to mean that similarity speeded up decisions that
required substantial semantic processing, and that it slowed
down decisions that were rather straightforward. But the
particular finding we think depended on the number of inter-
vening trials. Presumably, similarity would speed up straight-
forward decisions, if there were no intervening trials, and it
might slow down more difficult decisions if there were many
intervening trials. 1In other words, the effect of similarity
depends on how well a person remembers what he decided about
the previous similar instance.

20
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APPENDIX

Lists seen by four groups of Ss exclusive of "No" instances
that were plants and vegetables and dummy narrow instances:'

Group 1:
List 1, "animal" (narrow, mammal)

N beaver, N1 antelope, NS raccoon, NU leopard, N2 cow, N3 camel,
W4 crocodile

List 2, "bird" (narrow)

N hawk, N1 nightingale, NS crow, N2 pheasant, NU wren, N3 swan,
W4 gorilla

List 3, "animal" (wide, bird)

Wl rac, N1 flamingo, W2U whale, W3S mouse, N2 dove, N3 eaaqle,
W4 dog

List 4, "mammal" (narrow)

N donkey, N1 walrus, N2 elephant, N4 deer, NS pony, N3 squirrel,
W4 octopus

List 5, "animal" (wide, mammal)
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